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PURPOSE
The present study compares the diagnostic performance of unenhanced computed tomography 
(CT) radiomics-based machine learning (ML) classifiers and a radiologist in cystic renal masses 
(CRMs).

METHODS
Patients with pathologically diagnosed CRMs from two hospitals were enrolled in the study. Unen-
hanced CT radiomic features were extracted for ML modeling in the training set (Guangzhou; 162 
CRMs, 85 malignant). Total tumor segmentation was performed by two radiologists. Features with 
intraclass correlation coefficients of >0.75 were screened using univariate analysis, least absolute 
shrinkage and selection operator, and bidirectional elimination to construct random forest (RF), 
decision tree (DT), and k-nearest neighbor (KNN) models. External validation was performed in the 
Zhuhai set (45 CRMs, 30 malignant). All images were assessed by a radiologist. The ML models were 
evaluated using calibration curves, decision curves, and receiver operating characteristic (ROC) 
curves.

RESULTS
Of the 207 patients (102 women; 59.1 ± 11.5 years), 92 (41 women; 58.0 ± 13.7 years) had benign 
CRMs, and 115 (61 women; 59.8 ± 11.4 years) had malignant CRMs. The accuracy, sensitivity, and 
specificity of the radiologist’s diagnoses were 85.5%, 84.2%, and 91.1%, respectively [area under 
the (ROC) curve (AUC), 0.87]. The ML classifiers showed similar sensitivity (94.2%–100%), specificity 
(94.7%–100%), and accuracy (94.3%–100%) in the training set. In the validation set, KNN showed 
better sensitivity, accuracy, and AUC than DT and RF but weaker specificity. Calibration and decision 
curves showed excellent and good results in the training and validation set, respectively.

CONCLUSION
Unenhanced CT radiomics-based ML classifiers, especially KNN, may aid in screening CRMs.
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Cystic renal masses (CRMs) are defined as renal lesions with <25% enhancing tissue, and 
they are often identified incidentally on abdominal computed tomography (CT) scans.1 

The majority of CRMs are benign, but a minority are diagnosed as renal cell carcinoma 
or other rare malignant renal tumors.2,3 The proposed 2019 version of the Bosniak classifica-
tion stratifies CRMs according to their risk of malignancy;1 however, the diagnostic accuracy 
of this classification is low when applied to unenhanced CT scans because of the poor ability 
to visually judge gray-scale features with the naked eye.4 Unfortunately, plain CT scans are 
commonly used in many situations, such as renal insufficiency, night-time emergencies, and 
especially annual CT examinations. Thus, a technique that enables the use of unenhanced CT 
scans for the accurate stratification of CRMs could assist radiologists and surgeons in screen-
ing to differentiate between malignant and benign CRMs.
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Radiomic features have the potential to 
aid in the classification of lesion character-
istics.5 This quantitative approach to analyz-
ing microscopic differences represents an 
emerging method in the pursuit of better un-
derstanding and identifying tumor pheno-
types, although further research is required 
to establish specific feature-to-property 
correlations and standardize methodolo-
gies. Multiple supervised machine learning 
(ML) classifiers, such as the support vector 
machine, random forest (RF), decision tree 
(DT), and k-nearest neighbor (KNN), can be 
used to build diagnostic models based on ra-
diomic features. Numerous studies on renal 
cell carcinoma have confirmed the excellent 
diagnostic efficacy of radiomics-based ML 
methods.6-10 Recently, several ML algorithms 
were applied to classify CRMs into benign or 
malignant masses by using CT-based radio-
mic features.11-13 While these studies are im-
portant and indispensable, further research 
on CRMs and ML is required for a number 
of reasons. First, previous algorithms were 
trained with arterial-phase (AP) and ve-
nous-phase (VP) scans; unenhanced CT fea-
tures were either not used at all or only used 
as a supplementary part during model con-
struction.11-13 Second, some studies11 lacked 
external data validation or validation in other 
centers to verify the diagnostic effectiveness 
of the models constructed. Finally, the above 
studies did not compare the diagnostic ef-
fectiveness of the ML-based models with 
that of manual diagnosis by experienced 
radiologists. To overcome the above short-
comings, the present authors aimed to build 
diagnostic ML models of CRMs based on un-
enhanced CT radiomic features; these mod-
els were verified with external data from a 

different center, and the diagnostic efficien-
cy of the ML classifiers was compared with 
that of manual diagnosis.

Methods

Ethics approval and case selection

This retrospective study was approved by 
the Medical Ethics Committee of Guangdong 
Provincial Hospital of Chinese Medicine 
(no: ZE2023-090-01), and the requirement 
for written informed consent was waived. 
Patients with CRMs who were treated at 
Guangdong Provincial Hospital of Chinese 
Medicine in either Guangzhou or Zhuhai 
(Center 1: Guangzhou and Center 2: Zhuhai) 
between January 2018 and February 2022 
were eligible for this study. The inclusion 
criteria were as follows: (a) unenhanced and 
enhanced CT scans, including AP and VP 
images, were completed for the stratifica-
tion of CRMs with the Bosniak classification; 
(b) complete clinical data were available, 
including age, sex, location of the lesions, 
intact operation and/or biopsy records, and 
histopathological results (obtained from the 
pathological retrieval systems of the two cen-
ters); and (c) good-quality CT images were 
stored in the Picture Archiving and Commu-
nications System. The exclusion criteria were 
(a) low-quality or incomplete CT data and 
(b) masses belonging to category II or lower 
according to the Bosniak classification. After 
the application of the above selection crite-
ria, a total of 207 cases (92 benign and 115 
malignant CRMs) were included in the study. 
The cases from Center 1 (77 benign and 85 
malignant CRMs) were allocated to the train-
ing set, while the cases from Center 2 (15 be-
nign and 30 malignant CRMs) were assigned 
to the validation set for external validation. 
The workflow of the ML approach is shown 
in Figure 1, and a flow chart of the case selec-
tion is shown in Figure 2.

Computed tomography examinations

All patients underwent unenhanced and 
dual-phase contrast-enhanced CT. The CT 
scanning was performed using three CT 
scanners: Definition Flash (Siemens, Forch-
heim, Germany) and IQon Spectral (Philips 
Healthcare, Amsterdam, Netherlands) in 
Center 1, and Aquilion One 750 W (Canon, 
Tokyo, Japan) in Center 2. Images obtained 
in three phases (unenhanced, AP, and VP) 
were used for the Bosniak classification, and 
unenhanced images were used for radiom-
ic-feature extraction. The following scanning 
parameters were applied for all images: tube 
voltage = 120 kV; tube current = 250 mA; sec-

tion interval = 5 mm; section thickness = 5 
mm; and matrix size = 512 × 512 mm. After 
conventional unenhanced scanning, 100–
120 mL of the contrast medium, iopromide 
(Ultravist 370, Bayer Schering Pharma, Ger-
many) was injected into the median cubital 
vein via a pump injector (MEDRAD Stellant 
CT, Ulrich Medical, Ulm, Germany) at a flow 
rate of 3–4 mL/s. The AP was scanned using 
an aortic monitoring trigger, and the VP was 
scanned after approximately 60 s of delay af-
ter the contrast medium injection.

A single radiologist (J.C.) with 18 years 
of experience analyzed all the CT images to 
(a) check that all cases met the standard of 
<25% enhancing tissue, (b) confirm the Bos-
niak class (version 2019), and (c) measure the 
size of the CRMs.

Mass segmentation and radiomic-feature 
extraction

The open-source software platform, 3D 
Slicer (version 5.2.1, www.slicer.org), was ap-
plied for mass segmentation and calculation 
of radiomic features. Masses were delineated 
on the original CT images using 3D Slicer. 
Segmentation of whole masses was per-
formed by associate chief radiologists (T.L. 
and L.H.) with more than 15 years of expe-
rience in abdominal radiography; to outline 
the shape and edges of the masses more ac-
curately, the radiologists were allowed to ob-
serve the enhanced CT images. In each case, 
the entire CRM was carefully and manually 
segmented to avoid beyond-boundary or 
insufficient filling. Following tumor segmen-
tation, 855 radiomic features were extracted 
using the “PyRadiomics” package with 3D 
Slicer. The extracted features were classified 
into seven categories as follows: first-order 
features, two-dimensional features, gray-lev-
el co-occurrence matrix, gray-level depen-
dence matrix, gray-level size-zone matrix, 
gray-level run-length matrix, and neighbor-
ing gray tone difference matrix. Addition-
ally, the following 14 filters were applied to 
the original images: exponential, gradient, 
square, square root, logarithm, lbp2D, wave-
let-HLH, wavelet-HLL, wavelet-LHL, wave-
let-LLL, wavelet-LHH, wavelet-LLH, wave-
let-HHL, and wavelet-HHH. The images thus 
derived were analyzed for each patient. All 
classes of features were computed on both 
the original images and the derived images.

To ensure the stability of the radiomic 
features extracted from the CT images, the 
segmentation and feature-extraction pro-
cess was repeated in 80 randomly selected 
patients with CRMs from the training set. 

Main points

• Several machine learning (ML) algorithms 
have been used to classify cystic renal mass-
es (CRMs) into benign or malignant masses 
using computed tomography (CT)-based 
radiomic features, but previous algorithms 
were trained with arterial-phase and ve-
nous-phase scans.

• The present study showed that ML algo-
rithms with unenhanced-CT radiomics fea-
tures also presented acceptable diagnostic 
efficiency. The k-nearest neighbor (KNN) 
model presented satisfactory sensitivity and 
accuracy and was similar to the radiologist’s 
performance, and the decision tree and ran-
dom forest models presented satisfactory 
specificity.

• Due to its satisfactory sensitivity, the KNN 
model could be a potential screening meth-
od for patients with CRMs.
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Intraclass correlation coefficients (ICCs) were 
used to evaluate consistency across the ra-
diomic features; features with ICCs >0.75 
were considered stable and were included in 
this analysis.

After meeting the standard of consis-
tency, the features were further selected to 
avoid overfitting. The least absolute shrink-
age and selection operator (LASSO) method 
was applied to select the most suitable ra-
diomic features to develop a radiomic signa-
ture with the “glmnet” package. First, 10-fold 
cross-validation was performed to obtain the 
optimal parameter λ14 by 1,000 iterations. 
Second, the LASSO method based on the op-
timal parameter λ was used to calculate the 
coefficient of each feature, and features with 
non-zero coefficients were selected.14 Finally, 
bidirectional elimination was used to further 
filter the radiomic features selected using the 
LASSO method;15 the “mass” package in the R 
software (version 4.2.2) was used for bidirec-
tional elimination (Figure 1).

Statistical analysis

The χ2 test was used to compare cate-
gorical data, and the independent-samples 
t-test was used to compare inter-group dif-
ferences in clinical data. Statistical analysis 
was conducted using SPSS (version 26.0, 
IBM, Armonk, NY, USA) and R (version 4.2.2). 
A two-sided P value of <0.05 was considered 
statistically significant.

Machine learning algorithms

The radiomic features selected using the 
above steps were standardized to a mean of 
0 and an standard deviation of 1 before ML 
algorithm construction. Supervised learn-
ing was achieved using three supervised 
learning classifiers: RF, DT, and KNN. A 10-
fold cross-validation strategy was applied to 
assess the performance of the classification 
models. Under this strategy, the data were di-
vided into 10 parts; nine parts were used for 
training in turn, and the remaining part was 
used to estimate the efficacy of the models. 
During the process of fine-tuning the mod-
els, the grid search method was employed to 
select the best combination of hyperparam-
eter values.

Patients from Center 1 (77 benign and 85 
malignant CRMs) were allocated to the train-
ing set, and patients from Center 2 (15 be-
nign and 30 malignant CRMs) were allocated 
to the validation set for external validation 
to estimate the performance of the models. 
The discriminative performance of different 
models was quantified using area under 

the [receiver operating characteristic (ROC)] 
curve (AUC), accuracy, sensitivity, specificity, 
positive predictive value (PPV), and negative 
predictive value (NPV). The AUCs of the ML 
models were also compared using the De-
long test. The SHapley Additive exPlanations 
(SHAP) values, which indicate the impor-
tance of radiomic features, were derived for 
the RF and DT models (SHAP values are not 
suitable for the KNN model).

The ML algorithm creation was performed 
using the “Caret” package. Calibration curves 
were plotted using the “rms” package. De-
cision curve analysis (DCA) was performed 
using the “rmda” and “ggDCA” packages. The 
“pROC” package was used for ROC curve 
analysis. The “reportROC” package was used 
to present the sensitivities, specificities, ac-
curacies, PPVs, NPVs, and 95% confidence in-
tervals (CIs) of the AUCs obtained using ROC 
curve analysis.

Manual diagnosis by radiologist

The study authors also assessed the diag-
nostic performance of an attending radiolo-
gist (W.F.) with more than 7 years of experi-
ence in radiology diagnoses. This radiologist 
used the open-source DICOM viewer Mic-
roDicom (https://www.microdicom.com/) for 
image evaluation. The radiologist was from a 
hospital not involved in this study and was 
blinded to the patient demographic and 
clinical characteristics. The radiologist inde-
pendently reviewed the unenhanced CT im-
ages and established a diagnosis according 
to the Bosniak classification, based on the 
morphological features of the lesions.

Quality evaluation of research

To evaluate the quality of research, the 
study authors used the CheckList for Evalu-
Ation of Radiomics research (CLEAR)16 and 
the radiomics quality score (RQS).17 The data-
sets and source code generated and/or ana-
lyzed during the current study are available 
on GitHub (https://github.com/elliiesong/
CRM-screening-with-machine-learning-un-
enhanced-CT).

Results

Patient characteristics

This study included 207 patients (105 
men, 102 women; mean age: 59.1 ± 11.5 
years) with CRMs. Of these, 92 patients (51 
men, 41 women; mean age: 58.0 ± 13.7 
years) had benign CRMs, and 115 patients 
(54 men, 61 women; mean age: 59.8 ± 11.4 
years) had malignant CRMs (Figure 2). There 

were no significant differences in age, sex, or 
mass location or size between patients with 
benign or malignant CRMs (Table 1). All be-
nign CRMs were simple kidney cysts, except 
for one case of angiomyolipoma. All malig-
nant CRMs were clear cell carcinoma, except 
for one case of mixed epithelial and stromal 
tumor of the kidney.

Radiomic-feature selection

Following univariate analyses, 216 ra-
diomic features were extracted from the 
unenhanced CT images, and LASSO and 
10-fold cross-validation were used to 
screen and select radiomic features. Final-
ly, the following four features screened out 
from unenhanced CT images were select-
ed: Original_glcm_Maximum_Probability, 
Wavelet.LHH_firstorder_Median, Wavelet.
LLL_firstorder_90Percentile, and Wavelet.
LLL_firstorder_Median.

Diagnostic performance of machine learn-
ing algorithms

Four features (Original_glcm_Maximum_
Probability, Wavelet.LHH_firstorder_Median, 
Wavelet.LLL_firstorder_90Percentile, and 
Wavelet.LLL_firstorder_Median) were used 
to construct the ML models. The diagnostic 
efficiencies of the ML classifiers are summa-
rized in Table 2 and Figure 3. In the training 
set, the accuracy, specificity, sensitivity, and 
AUC of RF, DT, and KNN (k-value: 4) were satis-
factory and similar to each other. A confusion 
matrix was prepared from the verification set, 
and the accuracy of RF, DT, and KNN in this 
set was 77.3% (95% CI: 76.5%–78.1%), 79.5% 
(95% CI: 78.8%–80.3%), and 84.1% (95% CI: 
83.5%–84.7%), respectively. The specificity 
of KNN (73.3%, 95% CI: 51.0%–95.7%) was 
significantly weaker than that of RF (80.6%, 
95% CI: 60.7%–100%) and DT (80.0%, 95% CI: 
59.8%–100%). The sensitivity of KNN (89.7%, 
95% CI: 78.6%–100%) was significantly better 
than that of RF (65.5%, 95% CI: 48.2%–82.8%) 
and DT (79.3%, 95% CI: 64.6%–94.1%). The 
AUC of KNN (0.86, 95% CI: 0.74–0.98) was 
slightly better than that of RF (0.77, 95% CI: 
0.61–0.92) and DT (0.80, 95% CI: 0.67–0.93). 
None of the ML classifiers significantly dif-
fered from manual diagnosis (Suppleman-
tary Table S1). The results of the Delong test 
showed that there was no statistical differ-
ence between the ML classifiers (KNN and 
RF: P = 0.205; KNN and DT: P = 0.061; RF and 
DT: P = 0.586). The SHAP values of DT and RF 
(Supplemantary Figure S1) showed that the 
feature Wavelet.LLL_firstorder_Median held 
absolute weight in the two models, especial-
ly in the DT model.



 • January 2024 • Diagnostic and Interventional Radiology Huang et al.

Calibration curve analysis and DCA of the 
ML classifiers were performed in the training 
and validation sets (Figure 3c-f ). The cali-
bration curves were excellent and close to 
the ideal line in the training set but showed 
some degree of deviation from the ideal line 
in the validation set. The KNN and DT lines 
were above the ideal line but became close 
to and intersected the ideal line in the latter 
half, and the RF line was below the ideal line 
in the first half and above it in the second 
half. The DCA showed excellent results in the 
training set and revealed a greater net bene-
fit than all positive and negative lines when 
the risk threshold was more than approxi-

mately 0.3 in the validation set; the KNN, DT, 
and RF lines were similar.

Efficiency of manual diagnosis

The manual diagnosis results are sum-
marized in Table 2 and Figure 3b. The ra-
diologist’s diagnoses using unenhanced CT 
images presented an accuracy, sensitivity, 
and specificity of 85.5%, 84.2%, and 91.1%, 
respectively, with an AUC of 0.866.

Radiomics quality score

The quality of this study was evaluated 
using CLEAR16 and RQS.17 The results of the 

CLEAR evaluation were 43/9/6 (Yes/No/n/a, 
total: 58), and the RQS was 47.22% (17/36). 
The details of the RQS and CLEAR are sum-
marized in Supplementary Tables S2, S3.

Discussion
In this bicentric study, the authors at-

tempted to create multiple ML classifiers to 
distinguish between benign and malignant 
CRMs on unenhanced CT images. The results 
indicated that the accuracy and AUC of the 
ML classifiers were satisfactory (accuracy: 
77.3%–84.1%; AUC: 0.77–0.86) and similar to 
that of the radiologist’s diagnoses. The KNN 

Table 2. Diagnostic efficiency of three computed tomography radiomic feature–based machine learning algorithms in differentiating 
benign from malignant cystic renal masses (n = 207) in the training and validation sets

Machine learning algorithm/
manual analysis

Sensitivity (%), 
(95% CI)

Specificity (%), 
(95% CI)

Accuracy (%), 
(95% CI)

PPV (%), (95% CI) NPV (%), (95% CI) AUC (95% CI)

Training set

RF 100 (99.2–100) 100 (98–100) 100 (98.9–100) 100 (99.4–100) 100 (99.4–100) 1.00 (0.98–1.00)

DT 94.2 (89.2–99.1) 94.7 (89.7–99.8) 94.4 (94.4–94.5) 95.3 (90.8–99.8) 93.5 (88.0–99.0) 0.95 (0.91–0.98)

KNN 94.2 (89.2–99.1) 95.0 (90.1–100) 94.3 (94.0–94.7) 95.3 (91.0–99.8) 93.5 (88.0–99.0) 0.97 (0.95–0.99)

Validation set

RF 65.5 (48.2–82.8) 80.6 (60.7–100) 77.3 (76.5–78.1) 87.4 (73.2–100) 57.2 (36.9–78.3) 0.77 (0.61–0.92)

DT 79.3 (64.6–94.1) 80.0 (59.8–100) 79.5 (78.8–80.3) 88.5 (76.2–100) 66.7 (44.9–88.4) 0.80 (0.67–0.93)

KNN 89.7 (78.6–100) 73.3 (51.0–95.7) 84.1 (83.5–84.7) 86.7 (74.5–98.8) 78.6 (57.1–100) 0.86 (0.74–0.98)

Radiologist 84.2 91.1 85.5 90.9 83.6 0.87

CI, confidence interval; PPV, positive predictive value; NPV, negative predictive value; AUC, area under the curve; RF, random forest; DT, decision tree; KNN, k-nearest neighbor.

Table 1. Clinical and pathological characteristics of the included CRM patients

Training set (n = 162) Validation set (n = 45)

Characteristic Benign (n = 77) Malignant (n = 85) P value Benign (n = 15) Malignant (n = 30) P value

Age (years), mean ± SD 57.4 ± 9.8 60.3 ± 12.6 0.746 58.2 ± 10.6 61.6 ± 14.0 0.633

Gender 0.281 0.831

Male 41 (19.8%) 37 (17.87%) 9 (4.35%) 17 (8.21%)

Female 36 (12.56%) 48 (23.18%) 6 (2.90%) 13 (6.28%)

Mass size (cm), mean ± SD 4.80 ± 1.32 5.06 ± 1.85 0.790 4.77 ± 1.69 6.10 ± 1.22 0.509

Location

Right kidney 41 (19.80%) 53 (25.60%) 0.311 6 (2.90%) 13 (6.28%) 0.831

Left kidney 36 (17.39%) 32 (15.46%) 9 (4.35%) 17 (8.21%)

Histological subtype <0.0001 <0.0001

Simple kidney cyst 77 (37.19%) 0 (0%) 14 (6.76%) 0 (0%)

Clear cell carcinoma 0 (0%) 84 (40.57%) 0 (0%) 30 (14.50%)

Other 0 (0%) 1 (0.48%) 1 (0.48%) 0 (0%)

Bosniak classification <0.0001 <0.0001

IIF 63 (30.43%) 16 (7.73%) 12 (5.80%) 3 (1.45%)

III 14 (6.76%) 21 (10.14%) 3 (1.45%) 10 (4.83%)

IV 0 (0%) 48 (23.18%) 0 (0%) 17 (8.21%)

Data are expressed as mean ± SD, median (interquartile range), or frequency (constituent ratio). CRM, cystic renal mass; SD, standard deviation.
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presented the highest sensitivity and accura-
cy, and the DT and RF presented the highest 
specificity.

The Bosniak classification is the standard 
stratification method used to estimate the 
risk of malignancy in CRMs; however, this 
classification does have some limitations. 

First, ambiguous definitions, such as “cys-
tic,” “solid,” “walls,” and “septa,” are difficult 
to quantify.18-23 Second, the Bosniak classifi-
cation is limited by considerable variability 
between radiologists,24 especially for Bos-
niak classes II, IIF, and III, for which absolute 
disagreement ranges from 6% to 75%.25  

Finally, most CRMs are found incidentally, 
owing to which the scanning procedure is 
not planned for imaging the entire mass and 
may not include enhanced CT scans; hence, 
the Bosniak classification often cannot be 
applied.26

Compared with visual analysis, ML classi-
fiers of radiomic features could more com-
prehensively and objectively reflect the 
phenotypic properties of masses, which 
may represent the underlying microscopic 
pathological changes and heterogeneity of 
the disease. The ML classifiers have potential 
benefits in screening CRMs: first, they are ob-
jective and not subject to reader interpreta-
tion, although segmentation by readers can 
still be needed; however, automatic segmen-
tation has been used in some situations. Sec-
ond, unlike the Bosniak classification, which 
depends on enhanced scanning, the ML 
classifiers can be applied to single-phase CT 
scans and may obviate additional radiologi-
cal examinations. 

Other diagnostic models based on ra-
diomic features have also been studied. A 
decision algorithm used by Dana et al.12 was 
built by combining consensus radiological 
readings of Bosniak categories and radiom-
ics-based risks; the results showed excellent 
diagnostic performance (AUC: 0.96). He et 
al.13 applied deep learning and a radiomic 
feature-based blending ensemble classifier 
to predict the malignancy risk of CRMs and 
obtained satisfactory diagnostic perfor-
mance (AUC: 0.934). However, both these 
models were based on CT images obtained 
in the three phases or in the arterial phase. 
The following inferences can be drawn from 
the above findings: first, radiomic features 
play a valuable role in the diagnosis of CRMs; 
second, unenhanced CT scan-based radiom-
ic features of CRMs were underappreciated 
in previous studies. Unlike other studies, the 
present study focused on unenhanced CT 
scan-based radiomic features and presented 
acceptable diagnostic efficiency (RF: AUC = 
0.77; DT: AUC = 0.80; KNN: AUC = 0.86) in the 
absence of other CT phases.

Building on prior studies,6,8,11 this study 
applied unenhanced CT-based ML classi-
fiers independent of the Bosniak classifi-
cation and compared their performance 
in the diagnosis of pathologically proven 
masses. Each of the three ML classifiers (RF, 
DT, and KNN) showed a similar high accu-
racy in distinguishing between benign and 
malignant CRMs. Although prior work has 
demonstrated the ability of ML classifiers to 
differentiate between benign and malignant 

Figure 1. Workflow of the machine learning approach.

Figure 2. Flow chart of patient inclusion and exclusion criteria. PACS, Picture Archiving and Communications 
System; CT, computed tomography; CRMs, cystic renal masses.
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solid or CRMs,11 to the best of the authors’ 
knowledge, this study is the first to develop 
ML classifiers to distinguish between benign 
and malignant CRMs based on unenhanced 
CT images, as well as compare the diagnos-
tic effectiveness of ML classifiers with that of 
manual diagnosis by a radiologist.

The ML classifiers showed accept-
able-to-high sensitivity (65.5%–89.7%) and 
specificity (73.3%–80.6%) in the validation 
set in this study. The authors considered sat-
isfactory sensitivity of single-phase radiom-
ics models, especially unenhanced models, 
important for clinical application because 
most CRMs are found incidentally, and an un-

enhanced model could provide a preliminary 
diagnosis to help clinicians make the next 
decision. In this study, KNN presented the 
highest sensitivity among the ML classifiers, 
which was better than that of manual diag-
nosis (KNN vs. radiologist: 89.7% and 84.2%, 
respectively). This indicates that KNN could 
screen malignant CRMs at a greater probabil-
ity. Compared with the increased detection 
of suspected malignant masses that need 
further examination, such as enhanced CT or 
MR scanning, the misdiagnosis of malignant 
CRMs is a greater disadvantage and may 
cause patients to miss the optimal time win-
dow for treatment. An unenhanced CT-based 
KNN classifier could be a valuable diagnostic 

method for CRMs in clinical and radiological 
practice. Compared with the linear pattern 
of the DT line and the sigmoid pattern of the 
RF line, the KNN line in the calibration curve 
analysis was close to the ideal line in the sec-
ond half. This may mean that the KNN classifi-
er exhibited more adaptability in the positive 
diagnosis of CRMs. On the other hand, the 
composition and importance of features are 
also noteworthy points. In this study, three 
of the four radiomic features used for mod-
el predictions were computed with wavelet 
filters. Thus, radiomic features derived using 
wavelet filters dominated the models and 
may have had a significant impact on the 
predictive performance of the models.27

The drawbacks of ML classifiers need to 
be acknowledged. The ML classifiers used 
in this study are supervised methods that 
require a reader to segment the masses and 
extract the features; thus, the performance of 
the models may be affected by the segmen-
tation process, unless an automatic segmen-
tation is applied.

There are several limitations to this study. 
First, although this study is a bicentric study, 
the two hospitals share a set of CT scan-
ning and image-reconstruction standards, 
although the CT scanning equipment is 
different; hence, the images can still have 
relatively high consistency. Verification with 
scans from other hospitals with different 
scanning parameters is required to confirm 
the diagnostic efficiency of the ML models 
from this study. Second, the composition of 
the validation set was not balanced (15 be-
nign and 30 malignant CRMs), which may 
have led to potential risks and affected the 
validation results. Third, KNN is a simple clas-
sifier and has the potential risk of overfitting; 
hence, even though the diagnostic efficiency 
of the models was satisfactory in both the 
training and validation sets, more data are 
needed for verification. Fourth, the majority 
of patients were pathologically diagnosed 
with renal cysts and clear cell carcinomas; 
the diagnostic performance of the models 
on other pathological types of CRMs, such as 
papillary and tubular renal cell carcinomas, 
remains unconfirmed. To truly understand 
the models’ capabilities across all patholog-
ical types, further comprehensive research 
is essential. Fifth, the radiologists were al-
lowed to observe the enhanced CT images 
to delineate the boundaries of the masses, 
which may have led to bias in practical ap-
plications. Sixth, although identical CT acqui-
sition and reconstruction settings were used 
in both centers, there is still a concern that 
the radiomic feature values may have been 

Figure 3. (a, b) Receiver operating characteristic curves of the machine learning (ML) classifiers for cystic 
renal masses (CRMs) in the training (a) and validation (b) sets. (c, d) Calibration curves of the ML classifiers 
for CRM prediction in the training (c) and validation (d) sets. (e, f) Decision curve analysis of the ML classifiers 
for CRMs in the training (e) and validation (f) sets.
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affected by the use of different scanners (two 
scanners in the training cohort center, and 
one scanner in the validation cohort center). 
Thus, it may be necessary to apply a data 
harmonization procedure, such as ComBat 
and modified ComBat, for non-single center 
radiomics studies. Finally, there were some 
unusual findings for the RF model, such as 
the widening gap between the AUCs of this 
model in the training and validation sets and 
the parallel line in the DCA in the training set. 
The authors consider the RF model to possi-
bly have the risk of overfitting.

In conclusion, ML classifiers based on un-
enhanced CT scans showed acceptable diag-
nostic efficiencies in the diagnosis of CRMs. 
Furthermore, KNN may be used as a potential 
screening method in patients with CRMs.
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Supplemantary Table S1. Comparison of the diagnostic efficiencies of 3 CT radiomic feature–based machine learning algorithms with that 
of a radiologist’s diagnosis

Machine learning algorithm Sensitivity Specificity Accuracy PPV NPV

P value vs. radiologist

RF 0.35 0.75 0.50 0.87 0.35

DT 0.86 0.75 0.73 0.90 0.60

KNN 0.84 0.61 0.90 0.84 0.78

PPV, positive predictive value; NPV, negative predictive value; RF, random forest; DT, decision tree; KNN, k-nearest neighbor; CT, computed tomography.

Supplemantary Figure S1. (a) SHapley Additive exPlanations (SHAP) value of RF. (b) SHAP value of the decision tree.
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Supplemantary Table S2. Radiomics quality score of this research study

Criteria Points

1 Image protocol quality - well-documented image protocols (for example, contrast, slice thickness, energy, etc.) and/or usage 
of public image protocols allow reproducibility/replicability + 2

2
Multiple segmentations - possible actions are: segmentation by different physicians/algorithms/software, perturbing 
segmentations by (random) noise, segmentation at different breathing cycles. Analyze feature robustness to segmentation 
variabilities

+ 1

3 Phantom study on all scanners - detect inter-scanner differences and vendor-dependent features. Analyze feature robustness 
to these sources of variability + 0

4 Imaging at multiple time points - collect images of individuals at additional time points. Analyze feature robustness to 
temporal variabilities (for example, organ movement, organ expansion/shrinkage) + 0

5 Feature reduction or adjustment for multiple testing - decreases the risk of overfitting. Overfitting is inevitable if the number 
of features exceeds the number of samples. Consider feature robustness when selecting features + 3

6 Multivariable analysis with non-radiomics features (for example, EGFR mutation) - is expected to provide a more holistic 
model. Permits correlating/inferencing between radiomics and non-radiomics features + 0

7 Detect and discuss biological correlates - demonstration of phenotypic differences (possibly associated with underlying 
gene–protein expression patterns) deepens understanding of radiomics and biology + 0

8 Cut-off analyses - determine risk groups by either the median, a previously published cut-off or report a continuous risk 
variable. Reduces the risk of reporting overly optimistic results + 0

9
Discrimination statistics - report discrimination statistics (for example, C-statistic, ROC curve, AUC) and their statistical 
significance (for example, P values, confidence intervals). One can also apply resampling method (for example, bootstrapping, 
cross-validation)

+ 1

10
Calibration statistics - report calibration statistics (for example, calibration-in-the-large/slope, calibration plots) and their 
statistical significance (for example, P values, confidence intervals). One can also apply resampling method (for example, 
bootstrapping, cross-validation)

+ 1

11 Prospective study registered in a trial database - provides the highest level of evidence supporting the clinical validity and 
usefulness of the radiomics biomarker + 0

12 Validation - the validation is performed without retraining and without adaptation of the cut-off value, provides crucial 
information with regard to credible clinical performance + 3

13 Comparison to ‘gold standard’ - assess the extent to which the model agrees with/is superior to the current ‘gold standard’ 
method (for example, TNM-staging for survival prediction). This comparison shows the added value of radiomics + 2

14 Potential clinical utility - report on the current and potential application of the model in a clinical setting (for example, 
decision curve analysis) + 2

15 Cost-effectiveness analysis - report on the cost-effectiveness of the clinical application (for example, QALYs generated) + 0

16 Open science and data - make code and data publicly available. Open science facilitates knowledge transfer and 
reproducibility of the study + 2

Total 17

Total points (36 = 100%). ROC, receiver operating characteristic; AUC, area under the curve; TNM, tumor, node and metastasis.
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Supplemantary Table S3.
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Supplemantary Table S3. continued
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Supplemantary Table S3. continued


